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Abstract:

Osteoporosis is characterized by
weak, fragile, sponge-like bones
because the body can no longer

produce new bone as rapidly as it
eliminates old bone. A fall or even a
minor stressor, such as coughing, can
cause bones to break due to increased
brittleness. This typically affects the
hip, wrist, or spine. This study
explores the use of measurement
distance between two variables to
assess their Likeness or difference.
The primary is comprinig between
three methodes of distance the first
one is the Euclidean distance, The
second is the Pearson correlation
distance., and a new proposed is the
distance Weighted Correlation, which
is depended on minimum distances is
the third one. The Data assembled for
this research were Komari Hospital
and the Media Laboratory between
1/12/2024 and 1/3/2025,
encompassing 150 female cases. It
means that the lowest value was
achieved between years of menopause
and weight. This indicates that the
proposed method outperforms the
Pearson correlation distance
calculation method.

520


mailto:saiya.hasan@su.edu.krd
https://creativecommons.org/licenses/by/4.0/

Journal of Business Economics for Applied Research, Vol. (7), No. (2), Part (1): 520-533
Doi: https://dx.doi.org/10.37940/BEJAR.2025.7.3.28

Sl Adiblae A alliad) LdLda (e Ciiial! 3aa Alaa) (ulila aladiud
Crn A dals 30,
SLaiBY) g 3 1Y) AlS - Syl — Cpall 7 3a daals
saiya.hasan@su.edu.krd

oaldiall

OY damiin) sale ) Lglat s Lgiilia g allaall Canaiay slbaall A5LEA (1n e Chias)

iy o (S Al alaall (e aliill de s udly B allae U e 15308 ey o] ausal

128 i Leialia 3aly ) o allaall 5SS 6 Jled) e Jagy Tz Jale i f L gl

O Al Gald e Caanll 13 b caadic) a8y g il 3 gandl S gl Sl ) e Sale

Clual daline (3 yda S G A5 )le 58 Gl agl) ) Lagda) 5l Lagadl anil ¢y ke

Al oo AANEN A5y plal) g Al (G gy Tl ) Adlisa g Ay Adliall & gY) cAsll)

(o Al 5l o2 Ly pan a3 Clilsall e (S0 2al) e aaing (g3 5 - L5 ) sl Jal Y

s 150 Cleis 2025/3/15 2024/12/1 o0 bidse it s 5 ke sS (ol Juy )i i

O AN 5 A Y) iy pdall aladind aie A8liall Al J8l ol N Jalatl) gl il g3 A g

Gl aladig) aie Caliay 4l 44 hall 4l Lal Cualall ¢ Ll < iy yandl (g parcial)

Akl o) e Jay 13 o5l s aadal) g Uil <l g Cp da JBT (6l (o parcial) (s Adlisall

(Osmp Jal ) Adlis s 43y pla o < 465 38 3 i)
Aaa ) Jals Y1 Rl e )l 38 siinn cliluall (Caiiaill jdsalidal) cilalsl
1.Introduction
Typically causing little pain, osteoporosis can go undiagnosed for years
until a bone breaks. Pain is the most typical sign of a fracture, or broken
bone, and the position of the pain varies depending on where the break
occurs. Its fractured bones result in disability, reduced productivity at work,
and a marked decline in quality of life. Weakened bones do not heal well,
therefore some bone breaks, such as hip fractures, may heal slowly or badly

and may need surgery to fix. They could lead to a reduction in movement, a

loss of autonomy, and in certain cases, care in a nursing home. There is a

higher chance of death after a broken bone, and people who have one may

become weak. (Balligand and Jakovljevic,1987:93).
2.Types of Osteoporosis:

Three different kinds of osteoporosis Your osteoporosis is considered one

of three types, based on what is causing your bone loss.

a. Primary: it is the most common form of natural bone loss with aging.

Both men and women with low estrogen are prone to bone loss.

b. Secondary: With secondary osteoporosis, another health condition or
medication decreases your bone density. Some of the possible health
problems that can lead to this kind of thing can include:

e Autoimmunity in MS and RA
e Diabetes
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e Eating disorders

e Gastrointestinal (GI) complaints (for example, celiac disease and
inflammatory bowel disease [IBD])

e Hormone disorders

¢ Blood diseases, including multiple myeloma and human
immunodeficiency virus (HIV)

c. Idiopathic: osteoporosis is uncommon among premenopausal
individuals, men who are younger than 50, teenagers, and children.
Idiopathic means that condition is not caused by a known source.

1) Family history of osteoporosis

2) Low calcium and vitamin D in the diet

3) Sedentary lifestyle

4) Early menopause

5) Cigarette smoking

6) Excessive alcohol consumption .( Balligand and Jakovljevic,1987:93).

cluster analysis is assigning observations to groups is the goal of cluster

analysis; the observations within each group are comparable in terms of
variables or characteristics of curiosity, and the groupings themselves are
distinct from one another. To put it another way, the goal is separate the
results are divided into distinct and uniform groupings. (Géabor et al
,2013:1251; Hardle and Simer, 2014:393).

1. Distance: is study and control of symmetry between elements. It has a
number of characteristics, reciprocal and a positive distance being the most
crucial. (Richard, 2007:674).

2. Kineds of Distances: three kindes are used

a) Euclidean Distance
differed formulae vyield varied clustering outcomes, which is the
consequence of the distance’s way are integrated mathematically used the
numerous components of the data feature vectors into a single clustering-
useful distance metric. The design of an appropriate distance metric for any
application must be guided by domain expertise. Distance measurements
are essential in machine learning, as illustrated by the equation (1). While
the varabiles x, y are equale to (X1, X2,...,xn) , (Y1,Y2,....yn). (Kahwachi and
Hasan, 2022: 53; Hardle and Simer, 2014:393).

A0 y) = |20 — vi)? @

b) The Pearson Correlation Distance
This method is usually used to data analysis to gauge how similar a group
is, since it helps find similarities between data items. It is a simple and
extensively used metric for evaluating similarity. A notion under

522



Journal of Business Economics for Applied Research, Vol. (7), No. (2), Part (1): 520-533
Doi: https://dx.doi.org/10.37940/BEJAR.2025.7.3.28

consideration concerns the measurement of the strength, direction with
linear relationship betweenmore than one variable with probability
continuous distributions. This approach aims to assess the extent of the
problem. According to (Bates,1995:541; Dillon et al. ,1997:90), equation
(2) is showen that, While the varabiles x, y are equale to (x1, Xo,...,xn) ,
(Y1,Y2, ...,vn).( macqueen,1967:283;kosorok,2009:6 ).

X = 1= y:I:l
n n

c) Weighted Distance Correlation

The Weighted Dice Coefficient (WDC) has been applied in a variety of
domains, including computer science, medicine, and finance. It has been
used, for example, in finance to predict the relationship between stock
returns while accounting for the weights of various companies.
development presented the idea of WDC. By taking into account each
gene's relative relevance, it has helped identify co-expressed genes in
biology. Which takes into account the relative importance of various pixels,
has been used in computer science to evaluate how similar images are. It's
crucial to remember that distance correlation may not accurately reflect the
degree of dependency between variables when they have different levels of
importance, even though it has received significant recognition across a
variety of academic areas for measuring interdependence. The idea of
WDC was recently developed as a solution to this constraint. The goal of
this research is provided a thorough examination of this approach,
emphasizing its characteristics, uses and comparison to other methods.
(bickel and peter, 2009:2; belanger et al., 2000: 9). in equation (3), it is
visible. While the varabiles x, y are equale to (X1, X2,...,xn). , (Y1,Y2,-.-,.n)s

n

in Zyi
Xx=11 y="2L _and0<a<1
n n

g[{a(xi —HA—a)(y, — ]
\/[iz;:a(xi N )_()ZJ[Zn: A—a)(y, — 7)1

i=1

wdcorr(x, y) = (€))

3. Proximity Matrices
The square matrix is one in which each cell measures the separation
between the objects in row and column (j, j). A simple illustration might
be a distance chart, in which the closer two objects are, the smaller the
entry. Through the use of proximity matrices, Multifaceted scaling data is
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created. The proximity is represented using one element at a time. (Timm,
2002:420; klebanov,2005:43).
4. Hierarchical Clustering

cluster analyses used most widely techniques because founded for
straightforward ideas, gathers sample items in a sequential manner within
m clusters. every n cluster is the most intricate and comprehensive.
Convergent vocabulary is then combined into connected groups called
clusters, with the cluster one being the simple cluster and the final cluster
being most thorough and complex since it contains every element in the
sample. Because it encompasses everyone, each cluster is the most
intricate and complete. Numerous techniques are used to measure the
distance between clusters. The nearest clusters with similarities were
aplied for this research. (al-miklafi, 2012:8; XU and Wunsch, 2005:646).

e Single-Link (Nearest Neighbor): Given that there are multiple
methods to measure the likeness between two observations, the
distance between them is good indicator of convergence. The
appropriate measure of convergence is the distance between pear of
observations. (Giorgio, 2000:7; majeed and abdel aziz,2008 :403).

d(A B) =minid(y;,y;)} (4)

where A and B are the first and second clusters, respectively, and the
estimated distance is denoted by the elements of the first and second
clusters, i and j, respectively. (al-Mikhlafi, 2012:18; kahwachi &
hasan, 2022:56).
5. Application Part
In this part of the research is to analyziz data to classify the reason of
Osteoporosis. It is depended of result on the programs SPSS (Version 28)
and Matlab (R2013a). The variables to be standardized the value is
between (0,1), while the variables in this research is defined on: X1: Age,
X2: Menopause years, X3: Weight, X4: Height, X5: Calcium, X6: total
count measures the number of white blood cells (TC), X7: Diabetic, X8: Ca
Supplement, X9: Vitamin D, X10: Family History (in families), X11: Sun
exp, X12: Previous fracture, X13: smoking, X14: Caffeine In, X15: Soft
drink, X16: Salt intake, X17: Malnutrition, X18: Physical Activity.
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Table 1: the result of Proximity Matrix by using Euclidean Distance

acs X | X X XXX XXX XX X]X]X]|X]X i< X
- 1 2 3 4 5 6 7 8 9 |10 )11 |12 | 13| 14 | 15| 16 7 18
X 7. | 19 | 19 17 IS{17 (1717181811717 17 1516 [ 15] 16
1 0 131] .5 .6 1 91 4 2 213 41013 41 2 41717
1 7 4 ' 5 8 8 3 2 8 8 1 6 5 7 9 7
X 7. 19 | 19 17 150117171717 17 17 18|17 |15]17] 16| 16
2 31 0 71 3 1 8 1 ol 217 8 3 Ol 919 3 1 9
1 4 7 ' 9 3 4 3 9 5 ) 7 9 6 5 7 4
X 19 | 19 12 (1817 (17|17 (17] 15 17 16|17 |17 (17|16 16 | 16
3 .5 7 0 61 3 8 4 o1l 3 8 3 61 .01 .2 2 5 91 .7
7 4 9 2 2 3 1 2 8 ) 3 2 2 6 9 7 9
X 19 | 19 | 12 1711617 |16 | 17 | 16 | 17 | 16 13 17 1 17 | 17 | 18 | 16
4 61 3 .6 0 6 | 7 217 O] .61].0 2 5 4 | 4 91 2 .8
4 7 9 9 2 2 8 6 9 6 1 ) 8 3 5 8 5
18 | 17 17118 (18| 1716|1716 | 17 | 17 | 15| 17 | 17
>5( 117 117 3 .6 0 177 i 5 O] 0] 8 715 71 .3 61 2] 4
) ) 2 9 ) 7 4 2 6 7 1 9 1 8 2 7 3
% 15115 ] 17| 16 17 17117 (171617 )16 | 16| 17 |16 | 17 | 17 | 16
6 91 .8 8 i 7 0 .0 1 213 2 8 8 719 1 21 .7
5 9 2 2 ) 9 3 2 9 2 5 3 2 1 6 6 3
X 17117 17|17 (17| 17 17117 |16 | 16 | 16 | 17 | 17 17 17 17 | 17
7 41 .1 41 2 g1 .0 0 o1l .3 8 .6 91 .6 5 ] 3 6| .8
8 3 3 2 7 9 4 1 4 4 4 7 5 ' 3 1 9
X 171171716 | 18 | 17 | 17 9. | 16 16 16 | 17 |16 | 16 | 16 | 17 | 16
8 2101 .07 5 1 .0 0103 .9 2 (U ) 01| .0 .8 6 1.0
8 4 1 8 4 3 4 2 1 ) 3 8 3 8 3 4 3
X 171171717 (18| 1717 ] 9. 16 | 17 | 16 | 16 | 16 16 16 | 17 | 17
9 21213 ol .01 .2 31031 0 01 .0 2 919 ] 8 6 | .7
3 3 2 6 2 2 1 2 2 5 5 7 9 ) 5 5 1
X 118171516 17]16]| 16| 16 | 16 19117 (1617 17|17 | 17| 18
1 3 71 8 61 .01 .3 8191 .0 0 .0 3 i 3 8 3 0] .0
0 2 9 8 9 6 9 4 1 2 8 7 2 9 8 2 2 3
X 1181 17 17 17 116 | 17 | 16 16 17 1 19 171171617 17] 17 ] 16
1 41 .8 3 Ol 81 .2 .6 5 01 .0 0 6 1.0 3 3 .0 1 .0
1 8 5 ) 6 7 2 4 ) 5 8 2 4 3 9 9 1 4
X |17 17 16 116 |17 |16 16| 16| 16 | 17 | 17 16 17 117 | 18 | 17 | 16
1 .0 3 61 2 g1 8 91 0] 2] 3 .6 0 ] 41 .0 T1 2] .6
2 8 ) 3 1 1 5 4 3 5 7 2 ) 2 4 4 1 1
X |17 18] 17 18 16 | 16 | 17 | 17 | 16 | 16 | 17 16 1511717 (17|17
1 3 .0 .0 5 5 .8 61 3 91.71.0 3 0 21 3 0 3 i
3 1 7 2 ) 9 3 7 8 7 2 4 ) 6 5 1 4 3
X\ 17171717 (17|17 )17 |16 | 16| 17| 16 | 17 | 15 18 | 17 | 17 | 16
1 419121477 5 0Ol 9] 3 3 41 2 0 1 4 41 .6
4 6 9 2 8 1 2 5 3 9 9 3 2 6 9 4 5 9
X | 15|15 17|17 |17 ] 16 17 16 16 17 |17 | 17 ] 17 | 18 16 | 15 16
1 2191 2] 4|3 9 ] .0 ] 8 3 01l 3 1 0 0 5 4
5 5 6 6 3 8 1 ) 8 ) 8 9 4 5 9 6 7 )
X116 |17 |16 | 17151717 |16]) 16| 17 | 17 |18 | 17 | 17 | 16 15 17
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X151 |16 | 1817171717 17|17 171717 |17 | 15] 15 16
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7 9 7 7 8 7 6 1 4 5 2 1 1 4 5 7 8 7
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Source: Compiled by the researchers, using SPSS outputs,Version 28

525




Journal of Business Economics for Applied Research, Vol. (7), No. (2), Part (1): 520-533
Doi: https://dx.doi.org/10.37940/BEJAR.2025.7.3.28

where apply this method to showen the result is depending on the proximity
matrix by applying the equation (1), inTablel shown that. The smallest
separation between Age, Menopause years equal 7.311 convergence while,

the maximum distance between Weight and Menopaus.

Table2: Agglomeration Schedule used by Nearest Distance of
Osteoporosis
Cluster Combined ) Stage Cluster First Appears
Stage Distance Next Stage
Cluster 1 Cluster 2 Cluster 1 Cluster 2
1 1 2 7.311 0 0 7
2 8 9 9.032 0 0 9
3 3 4 12.69 0 0 10
4 13 14 15.258 0 0 13
5 15 17 15571 0 0 7
6 5 16 15.622 0 0 14
7 1 15 15.792 1 5 11
8 11 18 16.043 0 0 13
9 8 12 16.139 2 0 12
10 3 10 16.284 3 0 12
11 1 6 16.5 7 0 14
12 3 8 16.812 10 9 15
13 11 13 16.947 8 4 16
14 1 5 16.956 11 6 17
15 3 7 17.129 12 0 16
16 3 11 17.204 15 13 17
17 1 3 17.471 14 16 0

Source: Compiled by the researchers, using SPSS outputs, Version 28
Cluster 1: Includes the following variables: Age, Ca Supplement, Weight,
Smoking, Soft drink, Calcium, Sun Exp; cluster 2: Includes the following
variables: Menopause years, Height, TC, Diabetic, Vitamin D, Family
History, Salt intake and Malnutrition. From Table2 cluster membership
shows the building of clustering from the aggregation stages is connecting
used by the nearest method distance clustre one in first stage comprises
between Age and Menopause years in clustre two with a 7.311 distance, it
has the minimum value, the stage two comprening between Ca Supplement
and Vitamin D, with a distance of 9.032, and so on. For last stage betweeen
Age and wegiht, with a distance of 17.471.
Table3: Cluster Membership used Euclidean Distance

Case

3 Clusters

2 Clusters

X1

1

1

X2

X3

X4

X5

X6

X7

NN |PININ -

NN |RININ -

X8
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X9 2 2
X10 2 2
X11 3 2
X12 2 2
X13 3 2
X14 3 2
X15 1 1
X16 1 1
X17 1 1
X18 3 2

Source: Compiled by the researchers, using SPSS outputs, Version 28

In Table3 the distributed of the variable is the Osteoporosis in two or three
clusters” memberships, it was divided into three clusters Sun Exp, smoking,
Caffeine in and Physical Activity in cluster three, Weight, Height, Diabetic,
Ca Supplement, Vitamin D, Family History and Previous fracture in cluster
2, the other in cluster 1. When divided into 2 clusters Weight, Height,
Diabetic, Ca Supplement, Vitamin D, Family History, Sun Exp, Previous
fracture smoking, Caffeine in and Physical Activity in cluster two, and in
clustre one the other varabils. the reason of Osteoporosis in proximity
matrix Equation (2) is used to demonstrate how similar the elements are, as
shown in Table4. The smallest separation between Menopause years,
Weight is equivalent to -0.307 and the maximum distance between Age,
Menopause years is equal to 0.821.

Table4: Proximity Matrix of the result data by using Person
Correlation Distance

; XX XXX X[X]X]|X]IX[X]X]|X]|X[X]X]X]|X
o 1 {2134 ]|5|6]|7]8|9 1011|1213 |14]15|16 | 17|18
X 0.1 - - 1010 | - 0.1 - - 10| - “lolo 0. |0
1 1 (8]0 |0 ]|]01|(14]0.J-0f[00(fO0 [0 ]02]0. (O Zé Oé 16 | 05
11291299 ] 7 |03 4 [ 13]15] 1 | 01 | 02 3] 6

X 0. - -10 1100 ]0 |0 [ - - - - 10 {(-1]10 10
5 821110 |0 (01f15]01|02|00|0 )0 |-0fO01]0 J24]0.(12]03
1 30[26] 9 13|56 ] 4]06]O07 1 {09] 6 |01]2 (7

x| - - 0 - - -10|-101]-(01]01]0 0.10 |0
3 0.0 |1 46 0.10.f0]02]0 (15| 0. 0702|000 |0O7]03]|O05
29 | 30 130702 9 |01f 4 ]01L] 2| 8]S5 6 | 3|4

x| - 1o - 10 (0.]0.]0 0[O0 ]O | - - - - - 10
4 0. |0 46 1[0 |06|00]|]05(02|06)02|11(0.10.]0 |0 [0 |04
29 | 26 0515|5453 ]9(f11]03]02]08(12] 7

X 0.10. ] - - - - - - 100} -101]- - |0 -
5 01)]01]0. |0 11011000 02040 JO7)0 0 (18] -0]0.
9 19 |13]05 05[06]15])09| 3 [5]05]6 [05[01] 1 02

X 0.[0.]-10 - 0 0.10.{0.]0 0 0] -1]101]0.[60.[O.
6 14115( 0. 06| O 1 Oé 0100|0900 (04 (04| 0. |04(01|00] 06
713 (07| 1]05 515|958 ]9f05]1]2]1]|1
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x| - 0. -101] - 0 0.f-1010. |60 ] - - - - - -
7 0. {01] 0. )00]O. Oé 11020 (04]07]03]0.(0.(07]01]0.1|O.
035 ]02] 5 [06 6 |01 9 |1 ] 7 |]05[03]06]01]04]O07
X 0.1]01]0 ] -1]60.1]0 0.1]01]0 /0] -]07]0{f0]-]0
8 -0 [{02]102])05|0 [01|]02] 1 (720411 |13(0.[13]13|04(0. |13
6 1] 9[5]15]5]6 6 |1 9801 7] 2|9 ]04] 8
X 0.{0 ] -101]-/f01]-1]0 0.10.({0.]0. |00 |O] - -
9 00{00| 0 J02]0 (000 |72 1 |13]02]11|03|03]|]05]04]0.1|0O0.
4 1 4 ]101f4]09]5([01]6 9154|4137 [05]05
X | - - (010100 ([0 ]0]0O. - - 10| - - - 10| -
11010 [15(06]02]09([04|04]13] 1 (0.0 J06]0 |00 |02]|O.
0 1]13]06] 4|53 ]19]19][1])9 22101 2 J02f07|01] 7 |09
X | - - - 1000 |0 OO [ - - 10 [0 | - 0 0. |0
11010 |0 [02]04]00|07(11f02]0.] 1|0 [02]10]O. Oé 01| 13
1 [15)07]01f3 |5 |51 9 ([5]22 04] 5] 5 |02 8 |6
X | 0. 0.]0.]-1]0 (0 (0O ]O0 | - - 0.1 -0 -1]0 10
1102007110 |04(03[13]11|0. (0. |1 ]05(0. [02]0.]00]|O7
2 |11 2 1905|187 |8 |4]01])04 31026 18] 6|5
X | - -0 ] -107]0 [ - -0 1]0.]0 [0O 0.1 - 0 - -
110 10 020 |07]04]0 [0 [03]06]02[05( 1 ]21]0. 0:'3 0. |0
310118 |11)6 )9 (|[05{01]4)2]|5]|3 9 |01 01 | 05
X | - - 10| - - - - 10 (0 -101]-{0. - - - |0
110110 (000|000 [[213]03]0 (200 ]21(1 0. ]0.1]60. |06
4 {02 f09] 5 ]|]03|05]05]03] 7 {1 ]02]51]02f29 11102102 | 5
X 0 0. - -0 ] -107]0[| - -0 ] - - 0.10. |0
1 Zé 14101010 (040 |]13]05(0. (0. J02)0 [0 |1 ]13])18]09
5 6 02101 1 [06f2 |3 )07]02f6 |01])11 416 |8
X 0 -]10f-101]07]-f(01]0 | - 0 1o - |10 0. |0
1 Oé 0. 1070 |18 (010 J04(|04]O. Oé 0. Oé 0.113] 1 (14|00
6 01] 6 |]08] 1|2 J01])9 (|7 (|01 18 02| 4 317
X110 10 ]0 | - 0.1 - - - 10 0[O0 [| - - 10 |0 0.
1116)12(03(0.|-0j00(fO0 [0 ]0 |02(01|)00]O0 [0 [18]14] 1 |07
713123 [12 1 [04]04]05[7 | 8] 6 |]01[02] 6] 3 8
X100 j]0 o0 |f-1]10]-1}|0]- - 10 (0 -1]10 10 [0 [|O
1]105]03(05(04|0. J06(0 [13]0. |0 (13|]07]0 [06[09]|00]07]|1
8| 6| 7|47 02)1]07[{8]05]09|6]|5]05]5(|8]7]8

Source: Compiled by the researchers, using SPSS outputs, Version 28

Table 5: Agglomeration Schedule of the result data by using Preseason
Correlation Distance

Cluster Combined ) Stage Cluster First Appears
Stage Distances Next Stage
Cluster 1 Cluster 2 Cluster 1 Cluster 2
1 1 2 0.821 0 0 7
2 8 9 0.726 0 0 9
3 3 4 0.46 0 0 10
4 13 14 0.219 0 0 13
5 15 17 0.186 0 0 7
6 5 16 0.181 0 0 14
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7 1 15 0.163 1 5 11
8 11 18 0.136 0 0 13
9 8 12 0.126 2 0 12
10 3 10 0.11 3 0 12
11 1 6 0.085 7 0 14
12 3 8 0.051 10 9 15
13 11 13 0.035 8 4 16
14 1 5 0.034 11 6 17
15 3 7 0.015 12 0 16
16 3 11 0.005 15 13 17
17 1 3 -0.026 14 16 0

Source: Compiled by the researchers, using SPSS outputs, Version 28

It can show in Table5 shown the connecting between clusters used by the
nearest distance method. First cluster in stage one comprises between Age
and Menopause years in cluster two, with a 0.821 distance, it has the
maximum value. In the stage2 between Ca Supplement and Vitamin D, with
a distance of 0.726, in the final stage between Age and weight, with a
distance of -0.02.
Table 6: Cluster Membership Preseason Correlation Distance

Case

3 Clusters

2 Clusters

X1

1

1

X2

X3

X4

X5

X6

X7

X8

X9

X10

X11

X12

X13

X14

X15

X16

X17

RPIRPIRPWIWIN|WININININ|FPIFRININ| -

IR IERININININININININIFRIFRININ -

X18

w

N

Source: Compiled by the researchers, using SPSS outputs, Version 28

Table 6 is shown the result of analysis data to distributed the Osteoporosis
by using person correlation distance in the clusters2 or3 membership, if
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divided into 3 clusters Sun exp, Smoking, Caffeine in and Physical Activity
in cluster three, Weight, Height, Diabetic, Ca Supplement, Vitamin D,
Family History and Previous fracture in the secand cluster, the others in first
cluster. When divided into 2 clusters Weight, Height, Diabetic, Ca
Supplement Vitamin D, Family History, Sun Exp, Smoking, Caffeine in and
physical Activity in cluster two, and the others in cluster One. When divided
into2 clusters Weight, Height, Diabetic, Ca Supplement Vitamin D, Family
History, Sun Exp, Smoking, Caffeine in and physical Activity in secand
cluster and the others in first cluster, the reason of Osteoporosis in proximity
matrix use equation (2)

Table7: Proximity Matrix of the result data by using weightd
Correlation Distance
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Source: Compiled by the researchers, usingMatlab (R2013a)

the result of method Weighted correlation distance of proximity matrix is
same that between elements depend by equation (3). The minimum distance
between Menopause years and Age equal to 53.45, the maximum distance
between Weight, Menopause years is equivalent to 389. 472. as shown in
Table 7.

Conclusions:

1. First and third distance it to methods of clustering using inthis rescarch
diveded in 2 clusters or3 clusters membership, it is noted to Both methods
the new proposed (Weighted Distance Correlation) and Euclidian distance
methods it is the same result by the minimum distance between Age and
Menopause years, the maximum distance is between Menopause years and
Weight.

2. by using the distance correlation and Euclidian proximity matrix to
classify this data the lowest value between two methods is Age and
Menopause years and the maximum distance correlation depending on the
Euclidian distance and weighted distance correlation is between weight

3. Menopause years It can be shown that the correlated between
osteoporosis and menopause because there are many factors effect of
Estrogen, a hormone that helps maintain bone density, drops significantly
after menopause. This hormonal change causes accelerated bone loss,
especially in the 5-10 years after menopause. As a result, postmenopausal
women are at a much higher risk of developing osteoporosis.
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Recommendations:

1. The following could be considered as recommendations made by the
researcher:

2. Pearson correlation distance is a powerful statistical tool for measuring
intra-group similarity. It can be to identify the strength and direction of
the linear relationship between continuous random variables.

3. The proposed method (Weighted Distance Correlation is a highly
effective clustering that can be used with other data.

4. The suggested approach, including its characteristics, uses, and contrast
with current approaches.

5. Women should t Because osteoporosis is affected by vitamin D and
calcium supplements, women should take them before menopause.

References:

1 AI-MIKLAFI, FO. (2012). The Classification and Distinction of the
Yemeni Governorates according to the Sources of Individual Income
using the two Styles of Cluster Analysis and Discriminatory

2 Analysis. Research and Publication Office, Al-Nasser University,
Sana'a, Yemen.

3 Balligand, M.and Jakovljevic, S. (1987). Utilisation-dun-copolymeére-
dacides-gras-ARA-3000-BETA-dans le treatment. French, p89-96.

4 BATES, A. (1995). Technology, Open Learning and Distance
Education, (Routledge Studies in Distance Education). Routledge, BN:
0415127998.

5 BELAGER, FR and DIANNE, H. (2000). Evaluation and
Implementation of Distance Learning.  Technologies, tools, and
techniques, Jordan. Hershey, PA: Idea Group Pub., Jordan.

6 BICKEL, P., Xu, Y. (2009). Discussion of: Brownian Distance
Covariance. The Annals of Applied Statistics. 3 (4): 1266-1269.
doi:10.1214/09-A0AS312A.

7 DILLON, CO and ROSA, C. eds. (1997). Building a Working Policy for
Distance Education. San Francisco: Jossey-Bass.

8 GIORGIO, V. (2000). Hierarchical Clustering for Gene Expression Data
Analysis. University Deglistudi Milano.

9 Gaébor, Jand, MARIA. L. (2013). A Class of Statistics based on
Distances. Journal of Statistical Planning and Inference 143, United
States.

10 HARDLE, W. & SIMER, L. (2014). Applied Multivariate Statistical
Analysis. Fourth edition, Springer, Berlin.

11 Kahwachi, W. & Hasan, S. (2022). K-Means-Clustering and Self-
Organizing Maps Comparison to Classify the Electricity Generation in

532



Journal of Business Economics for Applied Research, Vol. (7), No. (2), Part (1): 520-533
Doi: https://dx.doi.org/10.37940/BEJAR.2025.7.3.28

Kurdistan. The 8th International Conference on Smart Structure and
Systems

(ICSSS), IEEE, DOI: 10.1109/ICSSS54381.2022.9782230.
KLEBANOV, L. (2005). N-distances and their applications. Prague:
Karolinum Press, Charles University. ISBN 9788024611525.
KOSOROK, R. (2009). Discussion of: Brownian distance covariance.
The Annals of Applied Statistics. 3 (4): 1270-1278. arXiv:1010.0822.
doi:10.1214/09-A0AS312B. S2CID 88518490.

MACQUEEN, J. (1967) Some Methods for Classification and Analysis
of Multivariate Observations, Proceedings of 5th Berkeley Symposium
on Mathematical Statistics and Probability, Berkeley University of
California Press.
MAJEED, Gh. & ABDEL AZIZ, Si. (2008) Health Assessment of
Clustering. Al-Irfidain Journal for Computer Science and Mathematics.
Vol. 5, No.2.

RICHARD, A. (2007). Applied Multivariate Statistical Analysis. 6nd ed.
Inc., USA.

Gabor, J. and MARIA, L. Rizzo. (2009). Brownian distance covariance.
Ann. Appl. Stat. 3 (4) 1236 - 1265, December 20009.
https://doi.org/10.1214/09-AOAS31.

TIMM, N. (2002) Applied Multivariate Analysis. Springer-Verlag, New
York, Inc. USA.
XU, R. & WUNSCH, D. (2005). Survey of Clustering Algorithms. IEEE
Transactions on Neural Networks, Vol. 16, No. 3, May, USA.

12

13

14

15

16

17

18

19

533


https://doi.org/10.1214/09-AOAS31

	2.Types of Osteoporosis:
	Three different kinds of osteoporosis Your osteoporosis is considered one of three types, based on what is causing your bone loss.
	a. Primary: it is the most common form of natural bone loss with aging. Both men and women with low estrogen are prone to bone loss.
	2. Kineds of Distances: three kindes are used

